
Toward Rapid Stroke Diagnosis with
Multimodal Deep Learning⋆

Mingli Yu1, Tongan Cai1⋆⋆, Xiaolei Huang1, Kelvin Wong2,
John Volpi3, James Z. Wang1, Stephen T.C. Wong2

1 The Pennsylvania State University, University Park, Pennsylvania, USA
2 TT and WF Chao Center for BRAIN & Houston Methodist Cancer Center,

Houston Methodist Hospital, Houston, Texas, USA
3 Eddy Scurlock Comprehensive Stroke Center, Department of Neurology,

Houston Methodist Hospital, Houston, Texas, USA

Abstract. Stroke is a challenging disease to diagnose in an emergency
room (ER) setting. While an MRI scan is very useful in detecting is-
chemic stroke, it is usually not available due to space constraint and high
cost in the ER. Clinical tests like the Cincinnati Pre-hospital Stroke Scale
(CPSS) and the Face Arm Speech Test (FAST) are helpful tools used
by neurologists, but there may not be neurologists immediately available
to conduct the tests. We emulate CPSS and FAST and propose a novel
multimodal deep learning framework to achieve computer-aided stroke
presence assessment over facial motion weaknesses and speech inability
for patients with suspicion of stroke showing facial paralysis and speech
disorders in an acute setting. Experiments on our video dataset collected
on actual ER patients performing specific speech tests show that the pro-
posed approach achieves diagnostic performance comparable to that of
ER doctors, attaining a 93.12% sensitivity rate while maintaining 79.27%
accuracy. Meanwhile, each assessment can be completed in less than four
minutes. This demonstrates the high clinical value of the framework. In
addition, the work, when deployed on a smartphone, will enable self-
assessment by at-risk patients at the time when stroke-like symptoms
emerge.

Keywords: Stroke · Emergency medicine · Computer vision · Facial
video analysis · Machine learning

1 Introduction

Stroke is a common but fatal vascular disease. It is the second leading cause of
death and the third leading cause of disability [14]. With acute ischemic stroke,
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where parts of the brain tissue suffer from restrictions in blood supply to tissues,
the shortage of oxygen needed for cellular metabolism quickly causes long-lasting
damage to the areas of brain cells. The sooner a diagnosis is made, the earlier
the treatment can begin and the better the outcome is expected for patients.

There is no rapid assessment approach for stroke. The gold standard test for
stroke is the diffusion-weighted MRI scan that detects brain lesions, yet it is usu-
ally not accessible in the ER setting. There are two commonly adopted clinical
tests for stroke in the ER, the Cincinnati Pre-hospital Stroke Scale (CPSS) [16]
and the Face Arm Speech Test (FAST) [8]. Both methods assess the presence
of any unilateral facial droop, arm drift, and speech disorder. The patient is
requested to repeat a specific sentence (CPSS) or have a conversation with the
doctor (FAST), and abnormality arises when the patient slurs, fails to orga-
nize his speech, or is unable to speak. However, the scarcity of neurologists [17]
prevents such tests to be effectively conducted in all stroke emergency situations.

Recently, researchers have been striving for more accurate detection and
evaluation methods for neurological disorders with the help of machine intel-
ligence. Many researchers focused on the detection of facial paralysis. Studies
have adopted 2D image analysis by facial landmarks with a criterion-based de-
cision boundary [3,10,13]. Some used either videos [4,19], 3D information [1,15],
or optical flow [20,24] as input features. Either rule-based [6,11] or learning-
based [12,18] methods were applied to perform the analysis. However, existing
approaches either evaluate their methods between subjects that are normal ver-
sus those with clear signs of a stroke, deal with only synthetic data, fail in
capturing the spatiotemporal details of facial muscular motions, or rely on ex-
perimental settings with hard constraints on the head orientation, hindering
their adoption in real clinical practice or for patient self-assessment.

We propose a new deep learning method to analyze the presence of stroke in
patients with suspicion or identified with a high risk of stroke. We formulate this
task as a binary classification problem, i.e., stroke vs. non-stroke. With patients
recorded while performing a set of vocal tests, videos are processed to extract
facial-motions-only frames, and the audio is transcribed. A deep neural network
is set up for the collaborative classification of the videos and transcripts.

The main contributions of this work are summarized in three aspects:

1. To our knowledge, this is the first work to analyze the presence of stroke
among actual ER patients with suspicion of stroke using computational fa-
cial motion analysis, and is also the first attempt to adopt a natural lan-
guage processing (NLP) method for the speech ability test on at-risk stroke
patients. We expect this work to serve as a launchpad for more research in
this area.

2. A multi-modal fusion of video and audio deep learning models is introduced
with 93.12% sensitivity and 79.27% accuracy in correctly identifying patients
with stroke, which is comparable to the clinical impression given by ER
physicians. The framework can be deployed on a mobile platform to enable
self-assessment for patients right after symptoms emerge.
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3. The proposed temporal proposal of human facial videos can be adopted
in general facial expression recognition tasks. The proposed multi-modal
method can potentially be extended to other clinical tests, especially for
neurological disorders that result in muscular motion abnormalities, expres-
sive disorder, and cognitive impairments.

2 Emergency Room Patient Dataset

The clinical dataset for this study was acquired in the emergency rooms (ERs)
of Houston Methodist Hospital by the physicians and caregivers from the Eddy
Scurlock Stroke Center at the Hospital under an IRB-approved4 study. We took
months to recruit a sufficiently large pool of patients in certain emergency sit-
uations. The subjects chosen are patients with suspicion of stroke while visiting
the ER. 47 males and 37 females have been recruited in a race-nonspecific way.

Each patient is asked to perform two speech tasks: 1) to repeat the sentence
“it is nice to see people from my hometown” and 2) to describe a “cookie theft”
picture. The ability of speech is an important indicator to the presence of stroke;
if the subject slurs, mumbles, or even fails to repeat the sentence, they have a
very high chance of stroke [8,16]. The “cookie theft” task has been making great
success in identifying patients with Alzheimer’s-related dementia, aphasia, and
some other cognitive-communication impairments [5].

The subjects are video recorded as they perform the two tasks with an iPhone
X’s camera. Each video has metadata information on both clinical impressions
by the ER physician (indicating the doctor’s initial judgement on whether the
patient has a stroke or not from his/her speech and facial muscular conditions)
and ground truth from the diffusion-weighted MRI (including the presence of
acute ischemic stroke, transient ischemic attack (TIA), etc.). Among the 84
individuals, 57 are patients diagnosed with stroke using the MRI, 27 are patients
who do not have a stroke but are diagnosed with other clinical conditions. In
this work, we construct a binary classification task and only attempt to identify
stroke cases from non-stroke cases, regardless of the stroke subtypes.

Our dataset is unique, as compared to existing ones [7,10], because our sub-
jects are actual patients visiting the ERs and the videos are collected in an
unconstrained, or “in-the-wild”, fashion. In most existing work, the images or
videos were taken under experimental settings, where good alignment and stable
face pose can be assumed. In our dataset, the patients can be in bed, sitting,
or standing, where the background and illumination are usually not under ideal
control conditions. Apart from this, we only asked patients to focus on the picture
we showed to them, without rigidly restricting their motions. The acquisition of
facial data in natural settings makes our work robust and practical for real-world
clinical use, and ultimately empowers our method for remote diagnosis of stroke
and self-assessment in any setting.
4 This study received IRB approval: Houston Methodist IRB protocol No.

Pro00020577, Penn State IRB site No. SITE00000562.
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3 Methodology

We propose a computer-aided diagnosis method to assess the presence of stroke
in a patient visiting ER. This section introduces our information extraction
methods, separate classification modules for video and audio, and the overall
network fusion mechanism.

3.1 Information Extraction

For each raw video, we propose a spatiotemporal proposal of frames and conduct
a machine speech transcription for the raw audio.
Spatiotemporal proposal of facial action video: We develop a pipeline to
extract frame sequences with near-frontal facial pose and minimum non-facial
motions. First, we detect and track the location of the patient’s face as a square
bounding box. During the same process, we detect and track the facial landmarks
of the patient, and estimate the pose. Frame sequences 1) with large roll, yaw
or pitch, 2) showing continuously changing pose metrics, or 3) having excessive
head translation estimated with optical flow magnitude are excluded. A stabilizer
with sliding window over the trajectory of between-frame affine transformations
smooths out pixel-level vibrations on the sequences before classification.
Speech transcription: We record the patient’s speech and transcribe the
recorded speech audio file using Google Cloud Speech-to-Text service. Each au-
dio segment is turned into a paragraph of text in linear time, together with a
confidence score for each word, ready for subsequent classification.

3.2 Deep Neural Network for Video Classification

Facial motion abnormality detection is essential to stroke diagnosis [10], but
challenges remain in several approaches to this problem. First, the limited num-
ber of videos prevent us from training 3D networks (treating time as the 3rd
dimension) such as C3D [21] and R3D [22], because these networks have a large
number of parameters and their training can be difficult to converge with a small
dataset. Second, although optical flow has been proven useful in capturing tem-
poral changes in gesture or action videos, it is ineffective in identifying subtle
facial motions due to noise [23] and can be expensive to compute.
Network architecture: In this work, we propose the deep neural network
shown in Fig. 1 for binary classification of a video to stroke vs. non-stroke. For a
video consisting of N frames, we take the kth and k+1th frames and calculate the
difference between their embedding features right after the first 3 × 3 convolu-
tional layer. Next, a ResNet-34 [9] model outputs the class probability vector pk
for each frame based on the calculated feature differences. An overall temporal
loss L is calculated by combining a negative log-likelihood (NLL) loss term and
smoothness regularization loss terms based on the class probability vectors of
three consecutive frames. From the frame-level class probabilities, a video-level
class probability vector is obtained by averaging over all frames’ probabilities,
and the predicted video label will be the class with higher probability.
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Fig. 1. Flow diagram of the video classification module.

Relation embedding: One novelty of our proposed video module is in the
classification using feature differences between consecutive frames instead of us-
ing directly the frame features. The rationale behind this choice is in that we
expect the network to learn and classify based on motion features. Features from
single frames contain a lot of information about the appearance of face which
are useful for face identification but not useful in characterizing facial motion
abnormality.
Temporal loss: Denote i as the frame index, yi as the class label for frame
i obtained based on the ground truth video label, and pi as the predicted
class probability. The combined loss L for frame i is defined with three terms:
L(i) = L(i)

1 + α(L(i)
2(1)

+ βL(i)
2(2)

), where α and β are tunable weighting coeffi-
cients. The first loss term, L(i)

1 = −(yi log pi + (1− yi) log(1− pi)), is the NLL
loss. Note that we sample a subset of the frames to mitigate the overfitting on
shape identity. By assuming consecutive frames have continuous and similar class
probabilities, we develop a L(i)

2(1)
loss defined on the frame class probabilities for

three adjacent frames where λ is a small threshold to restrict the inconsistency
by penalizing those frames with large class probability differences. We also de-
sign another loss, L(i)

2(2)
, to encourage random walk around the convergence point

to mitigate overfitting. Specifically,

L(i)
2(1)

=
∑

j∈[0,1,2]

max{(|pi+j − pi+1+j | − λ), 0} , (1)

L(i)
2(2)

=
∑

j∈[0,1,2]

1pi+j==pi+1+j . (2)

In practice, we adopt a batch training method, and all frames in a batch are
weighted equally for loss calculation.

3.3 Transcript Classification for Speech Ability Assessment

We formulate the speech ability assessment as a text classification problem. Sub-
jects without speech disorder complete the speech task with organized sentences
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and maintain a good vocabulary set size, whereas patients with speech impair-
ments either put up a few words illogically or provide mostly unrecognizable
speech. Hence, we concurrently formulate a binary classification on the speech
given by the subjects to determine if stroke exists.
Preprocessing: For each speech case T := {ti, ..., tN} extracted from the ob-
tained transcripts where ti is a single word and N is the number of words in the
case, we first define the encoding of the words E over the training set by their
order of appearance, E(ti) := di, di ∈ I; E(T ) := D and D = {di, ..., dN} ∈ In.
We denote the vocabulary size obtained as v. Due to the length difference be-
tween cases, we pad the sequences to the max length m of the dataset, so that
D′ = {di, ..., dN , p1, ..., pm−n} ∈ Im where pi denotes a constant padding value.
We further embed the padded feature vectors to an embedding dimension E so
that the final feature vector has X := {xi, .., xm} and xi ∈ RE×v.
Text classification with Long Short-Term Memory (LSTM): We con-
struct a basic bidirectional LSTM model to classify the texts. For the input X =
{xi, .., xm}, the LSTM model generates a series of hidden states H := {h1, .., hm}
where hi ∈ Rt. We take the output from the last hidden state ht, apply a fully-
connected (FC) layer before output (class probabilities/logits) ŷi ∈ R2. For our
task, we leave out the last FC layer for model fusion.

3.4 Two-stream Network Fusion
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Fig. 2. Flow diagram of the two-stream network fusion process. zk is the feature output
from the ResNet-34 before the final FC layer.

Overall structure of the model: Fig. 2 shows the data pipeline of the pro-
posed fusion model. Videos that are collected following the protocol are up-
loaded to a database, while audios are extracted and forwarded to Google Cloud
Speech-to-Text which generates the transcript. Meanwhile, videos are sent to the
spatiotemporal proposal module to perform face detection, tracking, cropping,
and stabilization. The preprocessed data are further handled per-case-wise and
loaded into the audio and video modules. Finally, a “meta-layer” combines the
outputs of the two modules and gives the final prediction on each case.
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Fusion scheme: We take a simple fusion scheme of the two models. For both the
video and text/audio modules, we remove the last fully-connected layer before
the output and concatenate the feature vectors. We construct a fully-connected
“meta-layer” for the output of class probabilities. For all the N frames in a
video, the frame-level class probabilities from the model are concatenated into
Ŷ = {p̂1, ..., p̂N}. The fusion loss LF is defined in a similar way as the temporal
loss; instead of using only video-predicted probabilities, the fusion loss combines
both video- and text-predicted probabilities. Note again that the fusion model
operates at the frame level, and a case-level prediction is obtained by summing
and normalizing class probabilities over all frames.

4 Experiments and Results

Implementation and training: The whole framework5 is running on Python
3.7 with Pytorch 1.4, OpenCV 3.4, CUDA 9.0, and Dlib 19. The model starts
with a pretrained model on ImageNet. The entire pipeline runs on a computer
with a quad-core CPU and one GTX 1070 GPU. To accommodate for the ex-
isting class imbalance inside the dataset and ER setting, a higher class weight
(1.25) is assigned to the non-stroke class. For evaluation, we report the accuracy,
specificity, sensitivity and area under the ROC curve (AUC) from 5-fold cross
validation results. The loss curves for one of the folds are presented in Fig. 3.
The learning rate is tuned to 0.0001 and we early stop at epoch 8 due to the
quick convergence and overfitting issue. It is worth mentioning that the early
stop strategy and the balanced weight are applied to the baselines below.
Baselines and comparison: To evaluate our proposed method, we construct
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Fig. 3. Loss curves for one of the folds.

a number of baseline models for both video and audio tasks. The ground truth
for comparison is the binary diagnosis result for each video/audio. General video
classification models for video tagging or action recognition are not suitable for
our task since they require all frames throughout a video clip to have the same
label. In our task, since stroke patients may have many normal motions, the
frame-wise labels may not be equal to the video label all the time. For single
frame models such as ResNet-18, we use the same preprocessed frames as input
5 Codes are available in https://github.com/0CTA0/MICCAI20_MMDL_PUBLIC .

https://github.com/0CTA0/MICCAI20_MMDL_PUBLIC
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and derive a binary label for each frame. The label with more frames is then
assigned as the video-level label. For multiple frame models, we simply input
the same preprocessed video. We also compare with a traditional method based
on identifying facial landmarks and analyzing facial asymmetry (“Landmark +
Asymmetry”), which detects the mid-line of a patient’s face and checks for bi-
lateral pixel-wise differences on between-frame optical-flow vectors. The binary
decision is given by statistical values including the number of peaks and average
asymmetry index. We further tested our video module separately with and with-
out using feature differences between consecutive frames. We compare the result
of our audio module to that of sound wave classification with pattern recognition
on spectrogram [2].

Table 1. Experimental results. Best values are in bold.

Method
Metrics Accuracy Specificity Sensitivity AUC

Landmark+Asymmetry 62.35% 66.67% 60.34% 0.6350
Video Module w/o difference 70.28% 11.11% 98.24% 0.5467
Video Module w/ difference 76.67% 62.21% 96.42% 0.7281

ResNet-18 58.20% 42.75% 70.22% 0.5648
VGG16 52.30% 27.98% 71.22% 0.4960

Audio Module Only 70.24% 40.74% 84.21% 0.6248
Soundwave/Spectrogram 68.67% 59.26% 77.58% 0.6279

Proposed Method 79.27% 66.07% 93.12% 0.7831
Clinical Impression 72.94% 77.78% 70.68% 0.7423

As shown in Table 1, the proposed method outperforms all the strong base-
lines by achieving a 93.12% sensitivity and a 79.27% accuracy. The improvements
of our proposed method from the baselines on accuracy are ranging from 10% to
30%. It is noticeable that proven image classification baselines (ResNet, VGG)
are not ideal for our “in-the-wild” data. Comparing to the clinical impressions
given by ER doctors, the proposed method achieves even higher accuracy and
greatly improves the sensitivity, indicating that more stroke cases are correctly
identified by our proposed approach. ER doctors tend to rely more on the speech
abilities of the patients and may overlook subtle facial motion weaknesses. Our
objective is to identify real stroke and fake stroke cases among incoming pa-
tients, who are already identified with high risk of stroke. If the patterns are
subtle or challenging to observe by humans, ER doctors may have difficulty on
those cases. We infer that the video module in our framework can detect those
subtle facial motions that doctors can neglect and complement the diagnosis
based on speech/audio. On the other hand, the ER doctors have access to emer-
gency imaging reports and other information in the Electronic Health Records
(EHR). With more information incorporated, we believe the performance of the
framework can get further improved. It is also important to note that by using
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feature difference between consecutive frames for classification, the performance
of the video module is greatly improved, validating our hypothesis about mod-
eling based on motion.

Through the experiments, all the methods are experiencing low specificity
(i.e., identifying non-stroke cases), which is reasonable because our subjects are
patients with suspicion of stroke rather than the general public. False negatives
would be dangerous and could lead to hazardous outcome. We also took a closer
look at the false negative and false positive cases. The false negatives are due to
the labeling of cases using final diagnosis given based on diffusion-weighted MRI
(DWI). DWI can detect very small lesions that may not cause noticeable abnor-
malities in facial motion or speech ability. Such cases coincide with the failures
in clinical impression. The false positives typically result from background noise
in audio, varying shapes of beard, or changing illumination conditions. A future
direction is to improve specificity with more robust methods on both audio and
video processing.

We also evaluate the efficiency of our approach. The recording runs for a
minute, the extraction and upload of audio takes half a minute, the transcribing
takes an extra minute, and the video processing is completed in two minutes. The
prediction with the deep models can be achieved within seconds with GTX 1070.
Therefore, the entire process takes no more than four minutes per case. If the
approach is deployed onto a smartphone, we can rely on Google Speech-to-Text’s
real-time streaming method and perform the spatiotemporal frame proposal on
the phone. Cloud computing can be leveraged to perform the prediction in no
more than a minute, after the frames are uploaded. In such a case, the total
time for one assessment should not exceed three minutes. This is ideal for per-
forming stroke assessment in an emergency setting and the patients can make
self-assessments even before the ambulance arrives.

5 Conclusions
We proposed a multi-modal deep learning framework for on-site clinical detec-
tion of stroke in an ER setting. Our framework is able to identify stroke based on
abnormality in the patient’s speech ability and facial muscular movements. We
construct a deep neural network for classifying patient facial video, and fuse the
network with a text classification model for speech ability assessment. Experi-
mental studies demonstrate that the performance of the proposed approach is
comparable to clinical impressions given by ER doctors, with a 93.12% sensitiv-
ity and a 79.27% accuracy. The approach is also efficient, taking less than four
minutes for assessing one patient case. We expect that our proposed approach
will be clinically relevant and can be deployed effectively on smartphones for fast
and accurate assessment of stroke by ER doctors, at-risk patients, or caregivers.
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